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FOREWORD

This report has purposely not been cast in the conventional
tutorial form of a state-of-the-art review. For this reason,
it will serve only partially the needs of an interested newcomer
desiring to familiarize himself with current activity in the field
of automata theory. This limitation extends into the selection of
the bibliography, for which the author carefully indicates the
criteria used in making choices from the much larger bibliog-
raphy on automata theory. In the interests of a more coherent
presentation. the body of the report and the related bibliography
adhere to topics for which the author can depict a plausible relation=
ship to problems that arise out of information retrieval needs.
Thus, this report serves as a state-of-the~art review for the serious
information retrieval investigator having a prior contact with the
formalizable aspects of his problem. In addition, it is directed
toward the research worker in several of the scientific disciplines
that the author considers applicable to some of the problems arising
in information retrieval. It is hoped that the material presented
here will elicit sufficient interest on their part to consider some of
these topics as appropriate for their own research interests, It is
also hoped that this advance indication of a dual objective will cause
both groups to take this into consideration and find that their interests
have been adequately served.

S. N. Alexander, Chief
Data Processing Systems Division
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THE APPLICATION OF AUTOMATA THEORY TO PROBLEMS
IN INFORMATION RETRIEVAL
(WITH SELECTED BIBLIOGRAPHY)

by
Russell A. Kirsch

I. INTRODUCTION

The purpose of this survey is to suggest certain topics in auto-
mata theory that may be explored with a view toward achieving further
understanding of what has been presystematically called 'the informa-
tion retrieval problem'. The survey is presented in the form of
selected problems that have direct connection with the information
retrieval problem. For each of these problems there is presented a
description of the appropriate topics in autemata theory which furnish
a proper forrmulation af appropriate guestions and, in many cases,
the answers to these questions. Along with those topics in automata
theory, reference is made to relevant items in a bibliegraphy ef the
published literature.

The problems in information retrieval which have been selected
for study are not claimed to constitute a representative sample of
problems or even a sample of the mast important problems. The
selection has, instead, been made according to the presumed utility
of automata theory in treating these problems. To those readers who
would prefer to proceed from practical versions of the information
retrieval problem tc more abstract versions, the procedure here may
seem unwarranted. To those readers three justifications are offered.
First, the autémata theory literature exists and is growing rapidly.

If possible, it may just as well be interpreted and applied as be
allowed to develop with no connection to these practical applications.
Secondly, many interesting and perhaps important questions about the
behavior of information retrieval systems have been asked in a pre~
systematic manner that does not admit of selution. In some of these
cases, a formulation in terms of automata theory seems to lead to a
solution which may be identified as -an answer to the source guestion.
Third, the conspicuous absence of any unifying theory of information
retrieval creates a commonly felt desire to develop one. The auto-
mata theory literature may offer a starting point.




It should be clearly understood that in this survey, we are not
formulating problems for solution and even less are we solving such
problems. We are rather, simply suggesting areas in which others
may carry on such tasks. In order to be formulated sufficiently
precisely to warrant serious investigation, most of the problems
suggested by the topics that are discussed here would require much
more attention than can be afforded in this survey. Our contribution
is one of selection of and motivation toward certain topics of
investigation. It will remain for others to establish the significance
of this contribution. '

Some comments about what we include as automata theory are
in order. At this point, we will simply state a prejudice in favor of
those parts of the literature which view automata as language manipu-
lating devices, which study the abstract information processing
capabilities of automata, and which study the particular task of
mechanizing inference in formal languages. Because of this parochial
selection of topics in automata theory, the present survey should not
be considered as a general survey of automata theory. A preliminary
estimate has indicated that to have included all of what might reasonably
be considered as automata theory would have increased the size of the
bibliography by a decimal order of magnitude. We do claim, however,
to have achieved reasonable comprehensiveness on the topics that have
been chosen for inclusion.

Information retrieval (IR) means many things to many people.
Quite uniformly, however, it is a characteristic of situations in which
the IR problem occurs that we can find an occurrence of what DeSola
Price calls a_'"petty illness of science - its superabundance of
literature''. __/

The existence of the petty illness is a fact upon which most
observers may agree. The point of departure arises when attempts
are made to diagnose the illness and to prescribe cures. The cures
may range from palliatives, many of which exist and are successful,
to panaceas, none of which is commonly agreed to exist. The diagnosis
also will differ with different observers. It is interesting to notice
that the diagnosis usually anticipates the cure in the sense that those
problems are identified by the diagnostician which he believes can be
cured with the available devices of a conceptual or technological sort.

1/

D.J. DeSola Price, ''Science Since Babylon, ' Yale Univ. Press,
1961, New Haven, Conn., p. 124.

-2 -



Clearly, insofar as problems are formulated in terms of
available intellectual devices, an expansion of the set of such
" devices offers the possibility of new formulations of the IR
problem (hopefully more ambitious ones) and the possibility of
solutions to these problems. Prior reference was made to the pre~
systematic version of the IR problem to indicate that extant
descriptions of the parts of the IR problem with which we are
concerned in this survey are not usually presented in terms of
formal mechanisms. There are a few notable exceptions, e.g.,
the use of Boolean algebra, the propositional calculus, and the
calculus of classes for manipulating descriptors, or the use of
graph theoretic techniquesand their algebraic counterparts for
explicating the notion of connection or relevance between documents
or information items. To these: few formal tools is a.dded that of
automata theory.

We suspect that the IR problems to which automata theory
will find most powerful application are those that occur in some of
the very large information collections, e.g., the U.S. Patent
Office. In these applications, there is a need for handling documents
over which very little control may be exercised during their generation.
In particular, there is a need for manipulating the information content
of the documents rather than the documents themselyes, which have
comparatively little function to perform. We find a need to handle
natural language as an input source and a contrasting possibility of
using artificial languages as communication mechanisms. We find
a need for inferring from the contents of many documents the relevance
of the contents of a particular decument to an inquiry and we find a
corresponding desirability for mechanizing this inference process.
Finally, when we study such la.rge IR problems, we are faced with
the question whether any a Enon assurance can be offered that
exhaustive search is possib We shall attempt to show in this
survey that a reasonable possibility exists that investigations in
automata theory will offer the opportunity to obtain precise counter-
parts of the questions that arise and to synthesize systems which
satisfy the practical needs.

A final prefatory remark is in order. We cannot, in the space
of this survey, attempt an exposition of automata theory as such.
This may pose a problem to some readers, since we will refer to
and use ideas developed in the literature. We therefore suggest
either that the reader consult one of the reference_surveys f59, 86,
87, 130, 135, 195, 202, 238, 241, 249, 263, 308] 1/ or

-1-/ Hereinafter these numbers identify specific bibliographic items
in Section VI.
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that he run the risk associated with interpreting our remarks in an
informal manner even when we use notions very precisely defined in
the literature, e.g., finite automaton, language, proof procedure,
and decision procedure. Although it will be disconcerting to some
authors to see their terminology quite frankly used out of context,

it should be a source of satisfaction that the great care they generally
use in selecting terminology results in a jargon that can communicate
something of a motivational nature to the newcomer to the field. The
serious worker will, of course, go on to a more careful study of the
subject, with negligible damage having been done for the sake of
motivation.

I1I. DEFINITION OF AUTOMATA THEORY - SCOPE NOTES

There are no commonly accepted definitions of automata theory !
and to adduce one from some standard sourve will serve no purpose '
here. The extensional definition of our subject is, of course, given by
the bibliography which contains references through June 1962. A
more intensional definition is given in the following paragraphs.

The literature of automata theory is intimately connected with the

study of machines. In the very old literature, none of which is included

here, the machines studied were intended to appear lifelike. The
contemporary literature is, in a few cases;, similarly motivated, but

by a more circuitous route. What characterizes the modern literature
of automata theory is the emphasis upon information processing. It is
no accident that this literature has developed concurrently with the
development of the stored program computer (and also with the develop-
ment of telephone switching systems). As a consequence, a large part
of the automata literature is directed toward the design of computer-
like devices and of switching circuits. All such papers have been
excluded here except certain ones that are included for other reasons.
Specifically excluded therefore are papers on design of switching
circuits (especially relay contact networks) and also references on
switching theory which often includes work of an algebraic or com-
binatorial nature. This ekcluefon probably eliminates about a thousand N
papers.

One may move, in a series of small steps, from papers concerned
with practical design problems in automata to papers that study the
abstract properties of classes of automata. For example, one may study
the behavioral properties of all automata, subject to the restriction that
they possess a finite memory irrespective of the practical problems of
size, error, difficulty of design, etc. [249 -l Our center of attention falls
mostly in this more abstract area of automata theory. Thus on the subject
of finite automata we have included literature concerned with problems in
representing languages by finite automata, while we have excluded
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literature that studies relations between finite state languages and
the memory requirements or structural constraint they impose on
machines that generate or recognize them. We have attempted to
include the literature on studies of the behavior of automata as
viewed Erom extermr mezasurements.

Our particular emphasis has been upon papers which attempt
to say something about the structural (syntactical) properties of
the languages of inputs accepted by automata or outputs generated
by them subject to the constraints imposed upon the automata them-
selves. Where these constraints are rigid, many properties can
be derived that hold for the inputs and outputs (the languages) of the
automata. However, it has been well established [70: see pg. 174,
Theorem 6. 5] that when the constraints imposed upon the automata
are eased only slightly to allow the computing capability of Turing
machines, it no longer becomes possible to say anything in a con-
structive manner about structural properties of the languages of
these automata. For this reason, the subject of recursive function
theory or computability theory which studies the behavioral properties
of Turing machines or equivalent automata has very little to say about
the structural properties of the languages manipulated by such automata.
In spite of this, we have included certain references to recursive
function theory, i.e., the general reviews of the subject, because of
several important connections with automata theory which will be
expanded upon later. Thus, although the subject of recursive function
theory has intimate connections with automata theory, we have included
it in this survey for other reasons that will be clear when we discuss
the application to IR.

Another subject included in this survey also has a somewhat
tenuous connection with automata theory, namely, mechanical theorem
proving. The subject is usually considered a part of mathematical
logic (it happens to have a direct connection with recursive function
theory). The contemporary literature contains several papers which
previde proof procedures for parts of logic by direct manipulation of
the logical languages [&25 see also 48, 67] . Here the use of such
syntactic techniques relates directly to our main subject of interest,
and consequently such papers are included. However, the majority of
the literature on mechanical theorem proving techniques [ best access
is via 308] makes use of a technique based upon an expansion
theorem due to Herbrand. The papers that use these expansion tech-
niques rather than the syntactical ones are included in this survey
because of the potential relevance to the problem of mechanizing
inference in IR systems.

-5 -




III. THE APPLICATION OF AUTOMATA THEORY TO
PROBLEMS IN INFORMATION RETRIEVAL

A. IR Systems Which Must Process Natural Language

An important class of information retrieval problems occurs
in systems where the information to be retrieved is in the form of
natural language. (By natural language, we specifically include
textual material, but we will subsequently extend the definition to
include other classes of languages.) One can certainly find large
and important IR systems in which the data to be manipulated are
largely numerical or symbolic in one form or another and not
natural language information in the sense of text. The fact is,
however, that a large residue of important IR systems require
that documents which have been prepared exclusively for con-
sumption by people be processed by machines for purposes of
information retrieval. The information content of these documents
is partly in the form of natural language.

As for the processing of such natural language information by
machines for purposes of information retrieval, there are at least
three commonly held viewpoints. The first viewpoint holds that
natural language is largely a capricious and unsystematic mechanism
for conveying information, and that to this extent it is not possible
to develop machine procedures for processing  the natural language
information in ways comparable to that in which people process such
information. This viewpoint leads to a rejection of any possibility of
mechanizing the processing of natural language. Occasionally, this
viewpoint is defended not on the thesis that natural language is
capricious, but rather that natural language is based on such an in-
ordinately large number of regularities that to provide the descrip-
tions of these regularities that underlie natural lanﬁyage is an
insurmountable task, and regularities, not rules, 1/ are all that we
can describe.

Although there is no reason to reject the thesis regarding the
complexity of, say, English, there is also no corresponding reason
to conclude that the complexity of the language is such as to transcend
the data processing capabilities of conventional data processing systems.

—}-/ Paul Ziff, "Semantic Analysis', Cornell Univ. Press, Ithaca,
N.Y., 1960, p. 34. ..
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The second viewpoint on natural language processing is based
on a somewhat equivocal stand on whether or not the complete
description of a natural language is possible. Thig viewpoint, how-
ever, exploits a stochastic model of language to achieve some degree
of success in auto-indexing and auto-abstracting. The primary tool
used in such cases is the digital computer in its role as a numerical
information processor.

The third viewpoint that we offer on the question of whether or
not machines can process natural la.ngua.ge text holds that in principle
such a natural language as English is systematic and has regularities,
and that formal systems are constructable whose rules explain these
regularities. The possibility of creating such rules has an importance
well beyond the intrinsic interest in explaining a natural phenomenon
like English. The importance derives from the strong indication that
complete formal description of a natural language like English will
simultaneously provide at least a partial description cf the process
whereby natural language is interpreted and understood, and consequently
will provide at least a partial exphcatum of the information bearing
function of natural language.

The strongest possible defense of this third viewpoint would, of

- course, be to exhibit the explanatory set of rules which describe the
observed regularities in natural language and then to show the way in
which these rules can be exploited to provide a systematic theory of
the language. Since no one is known who can presently supply a
complete set of rules, we will offer here an attempted explanation of
why such rules are not forthcoming and the constructive suggestion of
how automata theory may contribute to the formulation of such rules.
Several examples of automata applications to-English are described
in the literature [ 53, 179, 140a, 317 ]. -Qur explanation for the
unavailability of the rules that describe a langua.ge like English is
based upon essentially a simple notion, that of the complexity of the
language. It would not be a misconstruing of the whole tradition of
modern descriptive linguisticé to suggest that as natural language is
now understood, it is essentially a complex process.

Complexity is understood here in the sense that the minimal
description of the process is elaborate. This is not to say that the
structural linguist cannot find sweeping generalizations and pervasive
observations of the properties of natural language. It is, however,
to suggest that a thorough comprehensive description of a language
like English would necessarily involve a wast number of phenomena
individually explained, We find, thus, that simple descriptions of
language are available only to the normative grammarians, those who
describe language as it should be, whereas the descriptive linguist finds
himself confronted with an essentially complex process to describe.
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The complexity of this process suggests a simple reason why the
process has thus far not been described, namely the unavailability
of suitable publication media for the results of such investigations.

Let us imagine that a descriptive linguist were possessed of
all the necessary insight into the behavior of a spoken language to
enable him to provide a complete structural characterization of the
regularities in that language. This assumption may indeed be a
valid one for certain linguists. We ask now in what form the results
of the insight of such a linguist can be presented. Certainly they
cannot be presented in the form of conventional publication for
several reasons: First, there is no audience for the description of
processes that are essentially complex; second, there is in con-
ventional publication media no mechanism for achieving consistency
and no insistence upon precision; and third, there is no requirement
for results to be expressed unambiguously and unequivocally. It should
be evident by now that the desirable characteristics which conventienal
publication media lack are for the first time available in a new form of
publication as a medium for linguistic description. We are, of course,
referring to the mechanism ofthe computer programming language,
Alltindications are that through the medium of the computer program
extremely complex processes may be described. Furthermore, these
descriptions are operational descriptions in the sense that they may be
used and interpreted. -

We wish to suggest, therefore, that the mechanism of the computer
-programming language provides an ideal publication medium for the
research results of the descriptive linguist when he attempts to describe
the regularities he observes in a natural language. Since this new tool
has only comparatively recently become available to the descriptive
linguist]39], we suggest that herein lies an explanation for the previous
unavailability of any exhaustive structural description of common
natural languages. We have digressed to offer one of the reasons for
the present lack of structural description of a language like English.
However, our main purpose is to provide a more constructive suggestion,
namely, that automata theory can make a significant contribution to the
descrlptlon of natural languages.

1. Automata Theory as a Source of Mechanisms for the
Description of English Text

Let us confine ourselves at first to the particular problem of
describing the structure of English language text. We will inquire into
the usefulness of automata theory in describing the regularities that are
observed in printed natural language.

-8 -




In an early paper [162] , Kleene considered an abstract
mathematical system consisting of a set of symbols and the
sequences that could be formed from these symbols. The
significant question asked and answered was whether a simple
characterization could be obtained for the sequences of such
symbols which could be generated or accepted by an automaton
subject to the sole restriction that its memory be finite. Much
of the automata literature has developed in the tradition
established by Kleene's paper. Mozxe recently we find the inter-
pretation in which the alphabet consists of words, and the
sequences recognized or generated by automata are sequences
of words and therefore properly called sentences.

A few seminal papers [14, 20, 22, 55, 60] quite explicitly
introduce the language interpretation for the automata which
they investigate, and much of the recent progress in the study
of such automata has been motivated by the purpose of inter-
preting the results as results about languages. It is of consider-
able use to think in terms of such an interpretation and then to
ask ourselves what the theoretical models furnish toward under-
standing the properties of the languages which are thereby defined.

From Kleene's paper, the development of the subject was
largely motivated by mathematical considerations. Copi et al
[ 68] furnished an interpretation of Kleene's results in terms of
computers which provided a more readily understandable inter~
pretaticn of Kleene's paper. The automata considered in these
papers were the finite automata. Subsequently, the series of
investigations initiated by Chemsky [513 and Bar-Hillel [ZZJ
eased the restriction on finiteness for the automata being used.
A whole series of automata subsequently were created which
ranged {rom the finite automata to the Turing machines in their
computing capabilities [255]

A corresponding subject of considerable interest among
mathematical linguists has been the problem of choice of the
appropriate automaton to account for natural language data of
the type that is observed and for extrapolations therefrom. Con-
siderable attention has been devoted to the choice of the correct
place in the hierarchy from the {inite automata through the Furing
machines at which common natural languages can be described [ 517 .
Such investigations have led to purely linguistic questions of interest
regarding foundational matters concerned with the appropriate
corpus to describe in 2 grammar for a language.
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Currently there exists controversy between the attempts to
account for certain parts of natural language as Yngve does with
finite automata [ 3177 , and the attempt on the part of others
following in Chomsky's path to use models of greater power than
the finite automata. Much of this controversy rests upon the
appropriate choice of corpus to be described. There is no need,
however, to concern ourselves with this controversy since our
consideration here is the extent to which automata theory can
contribute to a further understanding of these problems which are
information retrieval problems qua linguistic problems.

Let us see then what benefits the descriptive linguist obtains in
consulting the automata theory literature as a source of mechanisms
for doing descriptive linguistic research. The first thing the linguist
will find is a rich assortment of formal mechanisms for describing
languages. These formal mechanisms will generally be abstractions
of rather specialized computers, each having its own limited degree
of computing capability. What is interesting and simultaneously
important about these formal mechanisms is the extent to which they
lack the general computing capability of an ordinary computer or
programming language. '

Previously, we suggested that the use of a programming language
as a mechanism for presenting linguistic results offers certain ad-
vantages of consistency and a demand for precision, the ability to
express complex processes, and a degree of unequivocalness hardly
demanded by other mechanisms. We would expect that the linguist
would accept the demands imposed upon him by the rigors of a
programming language in order to achieve a degree of operational
usefulness for the results of his investigation. Unfortunately, however,
there is both a practical and a theoretical reason why the linguist who
expresses his results in the form of statements in certain program-
ming languages will encounter difficulties in achieving the degree of
usefulness that he might hope for. The difficulties arise from the very
power inherent in most programming languages.

Let us explore this difficulty. Suppose that a linguist obtains data
from some corpus and attempts to provide a general description of
the data that he has cbhtained and that he expects to obtain on further
investigation. He thus expects some predictive value from his results
in studying natural language. Suppose further that he states these
results in the form of processes implemented in a general program-
ming language. We have already argued that these natural language
processes are inherently complex and in particular that they are
probably sufficiently complex not to allow simple comprehension by
observation alone. So the linguist quite obviously decides that, in
order to evaluate the results he has obtained and to analyse the con-
sequences of his predictions, he will forgo the possibility of manual
checking and will rather make use of the same tool, namely the com-
puter, as an aid in evaluating his own results. At this point, heen-
counters both the practical and theoretical difficulty mentioned above.

- 10 -




It is comparatively simple to write a process description for a
general-purpose computer about which no other computer of even
arbitrarily great computing capacity can answer certain precisely
stated questions. For example, the linguist might decide to write
a simple program that uses a finite vocabulary and that produces
from this finite vocabulary a potentially unlimited number of
sentences which he would like to identify as sentences in the
language he is describing. He might then like to ask of some
arbitrary sentence, whether it has been included in the set of
sentences he has thus described. In general, this question can be
answered neither by the linguist nor by any computer of arbitrarily
great computing power [70, Theorem 2.3 | . In individual isolated
instances, the computer may indeed provide a tool which can answer
such questions, but a general decision procedure of the type we
mentioned does not and can not exist.

As a practical matter, it is also the case that writing computing
programs to answer questions about other computer programs is an
occupation with only limited rewards, particularly when the programs
being investigated are complex. It thus appears that the ideal tool
for presentation of descriptive linguistic results might be one whose
ability to accept complex process descriptions is not greatly limited,
but which nevertheless has the property that evaluation of the pro-
cesses thereby described is still possible. Here is where the automata
literature has many mechanisms to contribute, for example, finite
state automata [ 20 ], simple phrase structure automata [55, 2737,
categorial grammars [22, 176, 208 ] , context-dependent phrase
structure grammars [ 55], linear bounded automata [ 214] ,
dependency systems [ 102] , and other mechanisms which have yet
to be applied as linguistic models [ 140a, Chapter 6 re automata] .

We have shown that it is important for the description of
linguistic processes to be presented in terms of certain automaton
mechanisms having less computing capability than general-purpose
computers. It remains for the investigator to chocse among competing
models. Fortunately, his choice here can be a fairly well informed
one. For most of the formal mechanisms which are presented in the
literature, there is available a characterization of the structural
properties of the languages which they can describe. Consequently,
if the linguist knows the corpus that he intends to describe with a
formal mechanism, he may be able to reject certain such mechanisms
as of too limited computing capability to do the job and reject others
as being unnecessarily powerful. We may consider an example of
such a choice that might be made.

- 11 -




Let us give a recursive characterization of an infinite set of
strings of English words which we will elect to consider as English
sentences. First, we will consider the single word '""Hello" to be
an English sentence. Then we will allow, as an English sentence,
any sequence that consists of "How do you say' followed by an
English sentence, followed by "in German'. All and only such ,
sentences will be the sentences in the language we intend to
account for. Thus, we are considering sentences like "Hello", or
"How do you say ''Hello' in German', or "How do you say ""How
do you say "Hello" in German' in German'!, etc. It has been
shown [249] that no finite automaton can produce just this language.
On the other hand, a simple phrase structure grammar or linear
bounded automaton [2147] can. Here then, is an-example of an
optimal choice of automaton model for describing a particular
corpus.

Occasionally the choice may be of an appropriate corpus in
light of a particular model, in just the opposite sequence from:the
one mentioned above. The investigator may decide that certain
sentences (particularly those of arbitrary length) can be either
included or excluded according to whichever decision makes the
resulting theory simipler and according to whichever decision makes
the resulting processing mechanisms simpler.

We have stated that, when one elects to describe results in
the form of a general-purpose computer program, certain important:.
processors that one might want to construct cannot in fact be built.
However, when one restricts oneself to the use of more narrowly
circumscribed automaton models, such as sofe of the grammars
listed in a preceding paragraph, then many processors can be
constructed although a few important ones are still impossible to
construct. It is important to notice that the processors can be
constructed essentially independent of the linguistic investigation
which is concerned with constructing a theory for a particular
corpus.

An example of a processor that can be constructed in all cases
is a generator which produces objects of the language being described.
Such a generator is of some use in the early stages of debugging a
grammar insofar as it exhibits to the investigator certain of the con-
sequences (usually randomly selected) of the statements that he has-
made in his linguistic theory [252, 321] . An even more important
processor is a general-purpose parser or syntactic analyser [[1707. I
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Such a processor takes as input a grammar and a particular
sentence, and determines of the sentence whether it is producible
from the grammar and, if so, what its analysis with respect to
the grammar is, that is to say, how the grammar could produce
such a sentence. For most of the restricted automata considered,
such a processor is capable of construction. There are other
processors of use in debugging, for example, concordance makers
which can generally be constructed for most of the automaton
models.

From the practical standpoint, it is important to notice that
these processors can all be constructed as an essentially independent
investigation, usually of a mathematical or programming nature,
disjoint from the essentially linguistic investigation. Furthermore,
the processors can usually anticipate the linguistic results in that
they can be very general in their capabilities and can be used
continually during the course of a progressing linguistic investigation.
The advantages in independent construction of these language pro-
cessors should not be overlooked. Unfortunately, not all the
processors that one might desire are available, even in principle,
for some of the automata that one might elect to use. It has been
shown, for example, that no processor can be constructed which
will take two arbitrary phrase structure grammars and determine
whether the languages producible from these grammars are
equivalent [ 23 ]. This equivalence question is undecidable. One
must use a more restricted automaton such as the finite automaton
to have the possihbility of such a processor.

There is one last advantage in the use of automaton models
which does not occur in the literature. This is the possibility of
designing mathematical procedures for a comparative evaluation
of alternative grammars. It is usually the case that the investigator
confronted with a particular corpus of data elects one description
of these data over another because of its presumed greater simplicity
or its greater correspondence with intuitive insight or with some
operational procedure. It seems that when one is presenting results
in formal automaton terms, a possibility opens up of reducing one's
notion of simplicity to very precise terms and then of using mechanical
procedures for comparing alternative descriptions submitted for the
same data. The undecidability results, such as the one mentioned
above, offer some caveats with respect to the generality of such
evaluation procedures, but particularly for the more restricted auto- |
mata the possibility of such evaluation procedures in at least a |
few important cases remains a good one for exploitation. |
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We have thus suggested five kinds of contributions that the auto-
mata theory literature has for the descriptive linguist attempting to
account for the regularities in English text. First, we see that
automata theory contributes certain precisely formulated descriptive
mechanisms. Second, it provides theorems about these mechanisms
from which known properties of the descriptions using these
mechanisms may be derived. Third, the use of the automata theory
models enables the investigator to design processors of very general
capability such as parsers, generators, or concordance makers.
Fourth, automata theoretic considerations lead to certain caveats
regarding the impossibility of certain tasks and suggest to the linguist
that, for certain kinds of questions, general processors can not exist
and hence cannot be constructed. Finally, the automata theory
literature enables the investigator to choose certain models and
forces the rejection of certain others once he has fixed upon his corpus
which is to be described.

2. Automata Theory for Describing Other Phenomena as Languages

In previous discussion, we have restricted ourselves to considering
the particular form of natural language as it occurs in textual material.
It will now be of interest to inquire whether the same automata theoretic
tools that are useful in describing natural language text can also be used
in describing other phenomena which may properly be considered as
natural linguistic phenomena. Let us list some of the distinguighing
characteristics that separate these phenomena which we call natural
languages from other phenomena which occur in human communication
situations. First, we find phenomena which, to unsophisticated
observation; appear to be at best only probabilistically constrained but
which, on further investigation, turn out to have some very pervasive
rigid regularities. Secondly, we find a rather small alphabet of symbols
juxtaposed (usually in a linear array) in complex manner. Third, we
find that people can learn quite easily to behave according to the
regularities of the language, although, paradoxically, they seem to be
very poor [ 1987] at describing the regularities that characterize their
learned behavior. Fourth, and probably most important from the prag-
matic standpoint, we find that these phenomiena are used for the purpase
of communicating meaning. The first two of these four properties are
the ones which are exploited in applying automata theory to the
description of such a 1anguage, and the last two are exploited in making
non~-mechanized, that is to say human, information retrieval systems.
work. If a parallelism between the natural language phenomena in
English text and other phenomena which occur in information retrieval
systems can be found we would hope by analogy to exploit the applica-
tion of automata theory to these other phenomena in a similar manner
to the way we use it in handling ndatural language text.
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Four classes of phenomena which occur in information retrieval
systems and which we suggest can also be handled profitably as
natural language phenomena are (1) display information, such as
mathematical equations that occur in text; (2) chemical nomenclature;
(3) handwriting; and (4) geometrical configurations, such as occur in
schematic diagrams. Let us first consider objects which usually
occur embedded in English language text and which are generally
referred to as mathematical display information. A typical example
would be a mathematical equation.

Of the four characteristics of natural languages mentioned above,
mathematical display information certainly has the first and the second.
It also serves the communication purpose of property number four, but
we might briefly ask whether it has the third of the properties mentioned,
namely, that it is easily learned in an informal manner and not explicitly
verbalized by users of this purported language. Some unpublished
investigations by the author and others have showed that, notwithstanding
the occasional explicit definitions of mathematical notations ,such as
appear primarily in books on logic and other formal texts _1_/ the typical
instance of mathematical usage is an informal one based not on any
explicit formal definition that has occurred but rather a definition that
results from commeoen usage. Thus, display information in mathematical
text has the third of the four properties also.

Some may raise the objection that, when viewed as a language,
display information fails to be one~dimensional. This is, of course,
a valid objection. It suggests, therefore, that if automata theoretic
techniques are to be used in providing formal models for the description
of mathematical text as natural language, these models must be general-
ized to handle two-dimensional configurations, i.e., more generalized
kind of concatenation than is usually studied in automata theory.

It is interesting to note that the need for hanrndling such information
as mathematical display information embedded in text is not generally
recognized when consideration is given to the problem of input of
natural language text. One typically thinks in terms of print-readers
which can perform linear scan of documents and which can transcribe
into data processing equipment the representation of the characters
which have thus been linearly scanned. It does not seem possible, how-
ever, to characterize mathematical text in quite so simple a linear
fashion. Consequently, one would suspect that linear scanning devices
like character readers will require some degree of pre-editing to
eliminate essentially nonlinear language information from the input
before scanning techniques such as are commonly being used will work.

l/ F. Cajori, A History of Mathematicl Notation.
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It may even turn out that documents which contain information for
retrieval purposes and which are nominally textual in nature will

be discovered to have more information content than is denoted by
the linear text strings in the documents and that such additional
information will serve important purposes for information retrieval.

We are referring here to the kind of nominally textual information
which is highly formatted and for which the formatting conveys
additional information beyond that which is present in the occurrences
of words in the text alone. Examples which come to mind are such
things as figure captions and headings, page numbers, equations in
mathematical texts, labels within figures, etc. The point we are try-
ing to make, therefore, is that documents which are nominally textual
in nature in fact contain occurrences of another kind of natural language
which is two-dimensional and which serves an important communication
purpose just as does the text itself. Insofar as automata theoretic tools
can be applied to the study of the text language, so similarly it would
appear these tocls can be applied to the descriptions of this language
inherent in deccument formadt.

A second kind of natural language which is occasionally found in
certain kinds of documents and which has less practical importance is
that of handwriting. There are some indications [ 83 ] that the four
natural language properties are shared by handwriting and that a
consequent application of automata theoretic tools can be made here.
However, the practical consequences do not seem significant.

The third application is one of more practical consequences,
namely, chemical nomenclature. Garfield [:105 showed how tech-
niques of structural linguistic description can be applied to the syntactic
analysis of the names of chemical compounds. It certainly appears to
be the case that one can produce a grammar for the language of chemical
nomenclature. One practical consequence of so doing would be to solve
once and for all the problem of ambiguity of nomenclature since it is
quite possible to design machine procedures which will syntactically
analyze a language with respect to its grammar and then identify as
equivalent structures which are syntactically distinct.

The last example of a natural language phenomenon occurs in
diagrams and schematics, and in general in picterial objects which
are symbolic rather than representational. The dividing line between
the symbolic and the representational pictorial information sources is
not an easy one to describe precisely. However, definitely included
within the symbolic pictorial sources are electrical circuit diagrams,
chemical structure diagrams, flow charts, printed pages, and certain
mechanical drawings. The last example is.perhaps a transitional one
between the symbolic and representational. Representational sources,
of course, include photographs and sketches. ’
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In order to establish our thesis that such pictorial sources can
profitably be viewed as natural languages and described with auto-
mata theoretic tools, let us consider one representative example,
namely,that of electrical circuit diagrams. Since circuit diagrams
are an ideal instance of a symbolic pictorial source, we would hope
to find here the four properties that characterize the natural
languages to which automata theoretic tools seem applicable. Indeed,
we do find first of all a set of regularities which admit of variations
but which only allow a choice among a set of quite definitely prescribed
alternatives. Thus, the symbol for a capacitor or a resistor in a
circuit diagram may be any one of a surprisingly large number of
alternatives as may be the symbolic mechanism used to denote the
fact that the capacitor and resistor are electrically connected. How-
ever, the formal mechanisms which may be used are rather rigidly
prescribed, and any violation of them is immediately recognized by a
user of this ''language' as a violation of correct use.

Second, we note that the language may be described by a finite
though rather large vocabulary of symbols with rules regulating the
ways in which these symbols may be juxtaposed, although one seldom,
if ever, sees an explicit statement of what the regularities are which
the rules can explain. Third, we note that circuit diagrams are read
and produced by people who usually learn them informally, and lastly,
the communication function performed by circuit diagrams is, of
course, apparent. It would be hoped that in applying the tools of
language description provided by automata theory in this more
generalized example of a language,one would thereby obtain techniques
for using such devices as character sensing machines to handle as
primary input to information retrieval systems this kind of information
source which presently seems well beyond any possibility of input to
an information retrieval system except by manual means.
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B  Artificial Languages in IR Systems

Thus far, we have been concerned primarily with the input prcblem
to information retrieval systems We have been inquiring into the
applications of particular techniques to characterizing information which .
has been produced independently of information retrieval purposes and
which must be analysed by descriptive techniques. Such is the nature of
the input problem in many retrieval systems where the information to be
processed largely exists prior to and independent of the retrieval system
but must, nevertheless, be manipulated within the system for retrieval
purposes. There appears to be no way to avoid suitable analysis of the
input information in such systems either by mechanical techniques,; in
which case we have suggested the application of automata theory, or by
manual techniques, which of course represent the more common case in
present retrieval systems.

1t is necessary now that we draw a sharp distinction between the
information to be manipulated in a retrieval system over which there is
essentially no control because the information exists and has been
produced for purposes independent of the system and the information
which is produced at the system or within the systermn or for the purpose
of being used by the system. Quite clearly, an example of such more
manageable or controllable information occurs in search prescriptions
that are addressed to an information retrieval system. Notice that al-
though a search prescription may talk about natural language objects,
there is no need for the search prescription itself necessarily to be in
a natural language. The point is that interrogations made to a2 mechanized
retrieval system ran quite possibly be within some artificial language,
although inevitably the artificial language must be able to manipulate
natural language objects if it is to have any retrieval power at all. Our
contention is, thus, that although the object language of a retrieval system
must inevitably contain natural language within it, the syntax (or interro-
gation) language need not be a natural language and may in fact be a highly
stylized artificial language.

We will grant that certain advantages accrue to making the interrogation
language as well as the object language in & retrieval system a natural
language. For example. ag has been pointed out by others. processors of
the object and syntax language can be shared in common. One would expect
that in attempting to provide, within a search prescription, an operational
definition of ''relevance'' one would have to make heavy use of the object
language in formulating the search prescription. In such cases., a common
language and common processors shared between the language within the
system and the language of the system would have obvious benefits.
However, the relatively primitive state of cur understanding of how to
interpret natural language commands sugges ts that during a certain interim
period it may be necessary that the interrogaticn language within a retrieval
system be at least to some extent stylized and artificial. It should be ap-
parent by now that our main thesis in this section will be that artificial
languages within IR systems can be so designed that they share some of the
properties that have been discovered to hold for natural languages.
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In areas of application other than IR. there are in existence today
completely artificial languages which have been constructed to look like
English. This appearance is achieved by sharing a common alphabet
(or vocabulary) between the artificial language and English [265a].

It is well to recognize, however, that more is known about natural’
language than its vocabulary. One is led to suspect that if some of the
syntactical properties which are known to hold for natural languages
were built into artificial languages, the convenience of use and perhaps
even the ease of implementation in, say, compiling would increase
considerably.

Although the ALGOL language [217] was not designed for information
retrieval purposes, a brief consideration of the automata theoretic
questions regarding ALGOL may prove enlightening. The definition of
ALGOL was presented as two essentially disjoint systems, the first being
the syntactical specification of the language and the second being the
semantics or intended interpretation of the syntactical system. Although
such a practice is common in mathematical logic, it is rarely the case
that in areas of practical application the syntax of a language is specified
with such precision as is the syntax of ALGOL. We can see certain
advantages which result from separating the definition of the syntax of
the language from the interpretation or semantics. Irons [158] has been
able to create a very economical compiler by exploiting the formal
structure in which the ALGOL syntax is presented. This structure turns
out to be partially that of a simple phrase structure language [118].

What is relevant about the ALGOL experience is that although the
syntax is unique, the semantics is subject to much variation when the
language is implemented upon different machines which use different
arithmetics. It may appear surprising that the syntax of the language can
be precisely defined while the semantics is left open or subject to different
interpretations. That this can, in fact, be done follows from the wide-~
spread use of numerical processing techniques and the consequent existence
of an informal language that arises to communicate these techniques.
ALGOL is a formal language whose structure is motivated by corresponding
structures in the informal language. ’

Now the possibility is available to us for constructing artificial
languages for interrogating IR systems in very much the way a language
like ALGOL is constructed. We cannot, of course. exploit so universal
a language as that used for motivating ALGOL, but we can gather those
things that are said by IR system customers in interrogating their systems
and then construct artificial languages which say the same things. The im-
plementation and interpretation of such languages will necessarily vary from
one IR system to the next, but we would expect that the syntax of the formal
language could remain constant. The language Query [46] is a simple
example of a language defined in this fashion,
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C. Inference in IR Systems

We have been concerning ourselves with methods whereby a
description of the structural properties of natural language text
may be obtained and made available to a machine system. We
have also discuesed certain processors that may be applied to
such a linguistic description, the primary purpose of which is to
help improve the description and make it more accurate and
complete. Thus far, however, we have not concerned ourselves
with the purpose of arriving at such a structural characterization
of natural language text. In this section, we shall discuss one of
the main applications of a linguistic theory such as we have been
discussing, namely, the application to the process of formal
inference. We shall consequently be discussing information
retrieval systems that perform inference on formal objects that
derive originally from natural language text.

We do not suggest that there exist any current information
retrieval systems which can in any strong sense of the word be
said to perform formal inference. Such systems would have to
infer from assertions which appear in documents to consequences
which need not appear explicitly. A possible future exception may
be [ l&6] . The nearest that we might come to that is in the case
of information retrieval systems which perform some calculation .
before delivering an answer. It is well to cantrast the kind of ‘
information retrieval systems which perform inference with those
which might properly be called search and selection systems. The
search and selection systems upon receipt of a search prescription
find in storage some item which answers the prescription or perhaps
some composite of several items which answer the search prescrip-
tion. The essential limitation in such systems is on the size of the
storage. For practical purposes, this storage limitation often is
not significant and many ingenious mechanisms have been designed
whereby access to such storage may readily be achieved.

‘In fundamental contrast to such systems, however, is the-kind
of information retrieval system in which we are primarily interested
here. In such a gystem, a storage consisting of a finite and possibly
even quite small set of formal objects is used in conjunction with a
set of rules of inference to produce additional objects for storage.
These additional objects may, in fact, be computed and stored but
it would be more likely the case that the number of such objects being
potentially infinite would preclude the possibility of storing all the
derivable objects in the system. Consequently, in systems which are |
capable of performing inference, one would expect that the mare [
common situation would be that items which answer a search prescrip- E
tion would be computed only after the search prescription had-been f
furnished to the system. l
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There is a very precise but unfortunately artificial example that
we may use to illustrate the contrast between the more conventional
kind of retrieval system and the one capable of inference such as we
are interested in here. Suppose the purpose of a retrieval system
were to furnish customers with theorems in elementary plane geometry.
The search prescription might consist of schematic representation of
theorems and the answer to a search prescription might be a theorem
of plane geometry which satisfies the schematic description. There are
two kinds of retrieval systems which could operate in the way we just
described. The first kind would consist of a large set of previously
calculated theorems of plane geometry stored and so classified in storage
that upon receipt of the search prescription, reasonably direct access
could be had to an appropriate theorem which satisfies the search pre-
scription. The number of such theorems stored would necessarily be
finite but considerable ingenuity could be used to assure that all theorems
reasonably called for by reasonable customers would, in fact, already
have been anticipated and stored. The other kind of system which would
behave in a similar fashion would be the one capable of performing
inference. In such a system, a relatively small set of axioms for plane
geometry would be stored along with formal rules of inference. Then
upon receipt of a search prescription, the system would proceed to
calculate theorems until a suitable theorem was obtained which satisfied
the schema of the search prescription. Considerable ingenuity would be
required to assure that useless theorems would be less often generated
than useful ones. Heuristic search techniques might be employed but
. there would be no guarantee of success or of efficiency. However, the
. number of theorems potentially available in such a system would be
literally infinite and the possibility of the system furnishing some quite
remote theorem in answer to a search prescription would be considerably
improved.

We have belabored this example to illustrate the difference between
conventional information retrieval systems,even those which operate with
natural language objects such as automatic indexing and automatic abstract-
ing systems, and information retrieval systems which perform inference
based upon natural language text. These latter systems must contain
linguistic theories to govern the text that they manipulate. Furthermore
they must be able to combine linguistically analyzed objects with each
other to produce new ones which need not have been formerly within the
system. We must mention here (but only mention) the important philo-
sophical question regarding the extent to which human beings perform
inference as an entirely linguistic process or as an extralinguistic
process. Regardless of how that question is answered, however, it is
clearly the case that a great deal of inference performed by human beings
is essentially linguistic in nature. We wish to propose here that some
part of this inference process may be carried out within an information
retrieval system.
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The traditional way of studying the process of inference has been
to translate assertions from natural language into some artificial
language and then within the artificial language to have rules of in-
ference which enable the artificial language objects to be used in pro-
ducing new ones. A subsequent translation back from the artificial
language to the natural language enables the results of the inference
to be stated in natural language. In the long history of attempts to
formalize inference, we would expect that at least some of the results
that would be needed to create a mechanized inference system have
indeed been created. If we may be so presumptuous as to attempt a
succinct summary of the state of the art of mechanizing inference in
natural language, we might characterize it as follows: The problem
of linguistic analysis of the objects to be used in the process of
inference has only recently received the rigorous treatment required
for mechanization. The problem of translating from the natural
language, with or without its exhaustive linguistic analysis, into a
formal language of logic has received much treatment but usually of
a fragmentary nature. The study of the formal inference process in
logical languages whether or not they derive from natural languages
has received massive treatment and constitutes in fact a large part .»
of the study of symbolic logic. Finally, the problem of translating
from formal logic objects into natural language objects has again
received at best only fragmentary treatment.

Of the many parts of the problem of performing natural language
inference within a mechanized system, there is only one that we can
treat within this survey and that is the problem of performing formal
inference in logical languages with automata. Before so doing, how-
ever, we may mention just one remaining interesting possibility. We
have assumed that there must be a translation from a natural language
into a formal language before inference can be implemented. This
is not necessarily the case. It may eventually become possible to
state rules of inference which operate not on formal logical objects
but rather on syntax language objects which represent the output of
analysis programs operating on natural language. The possibility of
performing inference directly on syntactically analyzed natural language
objects is an important one because it is a more realistic model of the
presumed inference process in people, but we cannot discuss this
further here. Instead, we will assume that what inference is to be
performed is performed upon formal logical objects which may have
arisen in translation from natural language. The literature we are
concerned with here is that of mechanical theorem proving.




Although there has been a history for many years in studying the
process of inference, most of the study has been metatheoretic in the
sense that theorems concerning inference were developed rather than
applied to performing inferences. In the past few years, however,
much interest has developed in the possibility of actually implementing
theorem proving techniques using data processing machines. Ina
sense, this represents a new departure for the logician insofar as his
previous concern with a study of the process of inference has now been
slightly reoriented toward actually performing inferences even though
the inferences are performed through the intermediary of a machine.
The inference that has actually been implemented in machine pro-
cedures has been almost entirely applied to problems in mathematics
or in logic itself. Of the investigations that have been reported in the
literature, we can detect four essentially different types which have
received differing amounts of investigation. The first of these four
types of theorem proving may be considered to have been the first
used on computers even though it was identified as such only recently
by Lehmer [ 1807 . The theorem proving technique here consists of
using the data processing machine as a clerical aid to the mathematician
engaged in an essentially mathematical investigation. The computer
serves here as an extremely rapid calculator for testing conjectures
by calculation and for suggesting conjectures to the mathematician who
bears the burden of the investigation. Investigations in number theory
have proved a fruitful area of application for this kind of theorem prov-
ing technique.

A second kind of technique has been applied to theorem proving
in the propositional caleulus. The emphasis here has been upon direct
manipulation of the mathematical language, in some cases the language
of the propositional calculus, and in obtaining proofs by explicitly
applying rules of inference which generate new theorems from old
theorems [306, 48, 67, 189, 2597 . A much more radical
attempt at theorem proving is represented by the third technique,
usually identified as heuristic theorem proving. The first applica~-
tions were to theorems in the propositional calculus [22 1, 225_—] and
subsequent ones were in geometry [1 1277 . The application to foxmal
integration [281] can also be considered in this class, although the
primary emphasis has not been on theorem proving.

The fourth kind of mechanical theorem proving which has had the
greatest activity recently makes use of expansion procedures which
provide formal interpretations of the syntactical objects which are the
theorems to be proved. [ 73, 305, also 29, 71, 72, 74, 81, 82, 100,
113, 114, 168, 171, 242, 243, 245, 258, 260, 292, 306, 307, 3087.
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The techniques used here are semi-proof procedures in the sense
.that they are applicable to undecidable domains. They provide
proofs for formulas which are theorems and lead to procedures
which fail to terminate for formulas which are not theorems.

Much of the recent emphasis in this last area has been on attempts
to truncate the expansion procedures to make them more economical.
It is interesting to note that these truncation procedures turn out

to be, in effect, highly formalized versions of heuristics quite com-
parable to those used in the heuristic theorem proving techniques.
The supposed dichotomy that exists, therefore, between the two
classes of theorem proving techniques, heuristic and so-called
algorithmic, is therefore a difference in name only and not one of
substance [ 3057 .

We are interested here in the mechanical theorem proving
techniques, not because we are interested in proving theorems in
mathematics but because they represent the sole attempt thus far to
carry out, on machines, highly elaborate processes of inference.

It is important to know whether the same techniques that are developed

for mechanical theorem proving may ultimately be of use in carrying

011:11: inference in formal languages that derive from natural language.
312, 313]

The present mechanical theorem proving techniques represent
successful attempts at programming highly complex combinatorial
manipulations of formal language objects. To this extent, we expect
that the same techniques will be useful in carrying out inference in
formal languages that derive from natural language. There is one
consideration, however, that seems to limit the degree of application
of present theorem proving techniques to those which we are ultimately
most interested in. To understand this limiting factor, we must first
notice that the mechanical theorem proving techniques presently being
investigated are applied to what the logician calls '"pure or uninterpreted
formal systems''. Formulas in these pure systems become theorems
if under every interpretation of the formal object, the formulas are
true (actually this holds only in those formal systems where complete-
ness theorems can be proved). As an example, let us consider a formula
from a first order functional calculus. ’

Ex(Fxv - Fx)

This formula turns out to be a theorem in the first order functional
calculus for (among other reasons) the fact that no matter how one inter-
prets the property F and no matter what individual is assigned to the
variable x , the expression is satisfied. The language is pure insofar as
the freedom of interpreting F and x is as wide as we mention.
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Now, in the case of a formal language that derives ultimately
from a natural language, we would expect quite the opposite to be
the case. We would expect that the counterparts of the function
letters and the object variables would be highly interpreted, very
rigorously constrained objects subject only to some slight freedom
in how values may be assigned to them. If this is the case, it would
follow that those inferences which can be carried out in natural
language as formalized in some formal language will represent very
specialized versions of the inferences that can be carried out in the
more pure languages that are commonly studied today.

It is not clear whether inference in highly interpreted languages, |
like the natural language counterparts, is actually an easier or a
more complex task to program on a machine than is inference in
pure languages. We can see reasons for both sides of the argument.
The task would be simpler with constrained interpretations for the
formal objects, because so many fewer proof possibilities have to
be explored than in the unconstrained case. The process of perform-
ing inference in the formalized version of natural language would on
the other hand be more complex becanse the task of calculating the
specialized interpretations of the formal objects would impose a
significant data processing burden on a machine. Whether the net
result would be a gain or a loss for the natural language theorem
proving over the logical language theorem proving is quite unclear
at present. Qur conclusion must thus be that the present mechanical
theorem proving techniques may potentially prove useful in carrying
out inference in languages that derive from natural language more
closely than the logical languages currently studied but that the nature
of the contribution and the degree of contribution is at present unclear.

D. Theoretical Feasibility and Complexity Questions

There is associated with certain information retrieval systems
the requirement to provide certain assurances or guarantees of
system performance. For example, in military command and control
systems, there is a need to assure reliability. In U.S. Patent Office
searching, there is the need to assure exhaustiveness of search.
Investigations into the nature of such requirements, when prosecuted
far enough, often lead into certain fundamental considerations which
we would like to discuss briefly here.
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Our thesis is that some of the fundamental questions asked about
information retrieval systems are the counterparts -of questions that
arise in certain areas of automata theory, particularly in computability
theory and that if one wishes seriously to investigate these questions,
the appropriate investigation is within computability theory [ 70, 262,
263, 282, and also 42, 144, 161, 174, 181, 186, 212, 215, 237, 240, 241, °
291, 297, 2997] . The questions that we shall briefly be concerned with
here all arise in systems that are infinite or potentially infinite, so we
will briefly digress to discuss the appropriateness of finite or infinite
IR system models.

The mathematical techniques that have thus far proved useful in
studying IR systems, namely Boolean algebraic techniques ‘and graph
theory, have been useful exclusively in systems that are finite and
indeed, often rather small. Thus, one conventionally studies the
Boolean algebra of a finite set of index entries for a document collection
or the Boolean algebra of subsets of a document set, or if one has a
finite number of information items and some indexes associated with
these items, one may study the association networks formed by the
connections between the indexes and the items they index. The graph
theoretic techniques that are applicable here are used particularly for
finite systems. We are led to inquire then, whether any information
retrieval systems exist which should properly be modeled with infinite
models. It appears that at least two kinds of retrieval systems can
appropriately be modeled in this way. The first kind of system is the
system which grows in principle arbitrarily large with time. Thus, the
literature through which Patent Office searches are.to be made grows
 with time and even though estimates of exponential growth have been
‘made, it is reasonable to simply approximate this growth by considering
it to be unbounded. A more plausible case for the infinite IR system
occurs when we allow the possibility of inference. It is immediately
the case that systems which have éven only a small number of formal
objects and a few rules of formal inference can admit of literally an
infinite number of inferences that can be performed. Thus, if we take
an IR system and inquire not about the information tokens stored in
the system but of the consequences or results of inferences that can
be carried out based upon what is stored in the system, we immediately
have an infinite amount of information which must be searched.

Let us consider, then, that we have one or the other of these
infinite information retrieval systems. What are some of the questions
that one might ask about such systems, and what is the relevant thegory
that addresses itself to these questions? The first question arises out
of a peculiar assymetry that exists between relevant and irrelevant
items in an information collection. When one is engaged in a sequential
searfch through an information collection, one often notices that certain
information items are immediately recognized and accepted as being
relevant (whatever that means) to a search prescription. The relevance
can usually be exhibited. On the other hand, one seldom can assert of a
particular item in an information collection that it is definitely irrelevant
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to a search prescription. As a matter of fact, a supposedly-irrelevant

item may, later in a search, turn out to be quite relevant based upon
information obtained from some subsequent item found in the search.

This leads us to the following question. Suppose that in performing a
sequential search through an information collection after some long

period no item has been found which can be found relevant to the given

search prescription. What conclusion should be drawn from the thus

far executed search? One is tempted to suggest a rather far reaching

analogy between this question and a question that is asked in computability
theory. The counterpart question is as follows: In carrying out the syste-
matic enumeration by an algorithmic process of the members of some

infinite set, if a particular member being sought has not yet been encountered
what can be said about the ultirate possibility of encountering such a member?
The answer to the counterpart question occurs in computability. theory which
exploits a .theorem to the effect that for sets which are recursively enumerable
but not recursive, there exists no decision procedure for membership [70].
The answer to the question is that nothing can be said about whether the
desired member will be found or not found in such a search. One is lead by
analogy, therefore, to suspect that in the information retrieval problem when
performing a sequential search if a particular item has not yet been dis-
covered to exist in the collection, only one of two possibilities remains,

either that the item is not there or that it has simply not yet been shown to

be in the collection-even though it may, in fact, have already been encountered.
One can think of practical examples of the situation. For instance, in a file
arranged chronologically what is the relevance to a search prescription on
communication devices of an information item published in the 1930's that
relates to the preparation of purified germamum" Not until one encounters

the solid state physical devices appearing later in such a file can one

establish that the original item that occurred previously in the information
collection was, in fact, crucially relevant. We wish to suggest, therefore,
that an analogy and perhaps more exists between the properties of recurswely
enumerable non-recursive sets in computability theory and information
collections in which the non-existence of answers to search prescriptions can
never be asserted with confidence.

The whole matter of relevance raises a second question where we
suspect there may be a potential contribution of computability theory.
It is generally recognized in information retrieval that no acceptable opera-
tional definition and certainly not one of any theoretical usefulness’exists
which explicates the notion of relevance. The notion of relevance is usually
explained .in terms of pragmatic matters or sometifmes in terms of a semantic
theory. We wish to suggest a purely syntactic notion of relevance. '

- 27 -




Let us.consider the artificial information retrieval system
described in the previous section in which we have stored a set
of theorems and in which the search prescription is in the form of
a particular theorem which we may presume.in this.¢ase does not
exist within the system. There also is to be a set of rules of
inference whereby proofs may be constructed. When the customer
furnishes the search prescription to the system, he simultaneously « ...
supplies the system with a set of theorems which are common to
him and the system or, informally, theorems which he knows to be
true.

The problem of retrieval in this artificial system is to detéermine
whether there exists a theorem stored in the system having the prop-
erty that along with the theorems supplied by the customer, it may be
used as a part of a proof of the theorem supplied as the search
prescription. If such a theorem exists, we suggest that it is a rele-
vant theorem to the proof of the theorem which is the search
prescription. To be slightly more general, we suggest that a formal
object stored within an information retrieval system is relevant to
a search prescription if there exists an inference from certain
commonly accepted objects common to the customer and the system
to the given search prescription which makes use of the relevant formal
object in the system. If there is no single such object but only a set of
such objects, then that set is relevant and no single member of the set
is relevant to the search prescription.

We do not pretend that this notion of relevance has a practical
interpretation at the present time, largely because there does not
presently exist either an information retrieval system in which .
inference can be performed nor even if such a system were to exist
would we then have necessarily any ability to determine the information
items common to the customer and the system which could be used to
establish the relevance of a test item. . Outr suggestion here, then, is [
simply that if one wants to study this question of relevance in the \
abstract, one may study the question of whether or not items exhibited
during a search belong to proofs of other objects which act as search
prescriptions.

The last of the theoretical questions we intend to discuss is
concerned with complexity measures. Before performing a search
through a sequential file, and in particular in the case of an infinite
file, it would be desirable if certaina priori measures of the com-. »
plexity of the question could be obtained. For example, it might be use- .
ful if one could say that independent of the contents of the file, for two
particular search prescriptions, one would necessarily involve more
searching time than the other. There are extreme examples of course,
where this can be done already. In a highly formalized IR system, one
might encounter search prescriptions which turn out to be as formal:state-
ments tautologies. For such statements, no searching is necesasary,at all
of course, and the complexity or tost associated with such a search would‘
be minimal.
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We ask, however, whether anya Er1or1 measures can be
associated with search prescr1pt10ns in other than these trivial
cases. For this question, there is a precise counterpart which
occurs as a deep result in computability theory. The so-called
Kleene-Mostowski hierarchy of arithmetical predicates is a
hierarchy [70 chapter 9 7] which represents a partial ordering of
certain formulas which may serve as a counterpart of search
prescriptions in an information retrieval system. The use of the
hierarchy theorem in computatility theory is as follows: Certain
questions put in the form of so-called recursive predicates can
be answered by a minimal class of machines, namely the Turing
machines. These questions are the counterparts of the questions
which require no searching in IR systems. Next, by a very simple
formal modification of the questions, actually by the addition of a
single quantifier in front of a quantification schema, a new question
is manufactured. If there is no way of eliminating this formal
change, the question thereby manufactured becomes unanswerable
by the first class of machimes. If, by the intervention of some
oracle, we provide this class of machines with the answer to one
such question, a whole class of new questions now becomes answer- N
able. However, the same modification on these questions can
again be accomplished to produce a still further class of questions
which are no longer answerable by the modified class of machines.
An answer may again be externally furnished to a machine from such
a class to provide a new class of answerable questions, and the
process continues.

At the moment, we can only suggest an analogy between the IR
system complexity question and the corresponding computability
theory result. If however, we may anticipate the nature of such a
correspondence that might be established, we would expect a series
of search prescriptions to be classified in successively greater
complexity classes according to the same formal properties that are
used in the computability theory case. The particular form of
property that is exploited is the number of changes from universal
to existential quantifiers needed in order to specify the question.
According to this analogy, the three search prescriptions listed
below would be given successively greater complexity measures.
Intuitively, it will be seen that the number of searches that must
be performed through a file to find out whether the file has the
property that satisfies the search prescriptions asked increases
successively from the first to the third of the questions which follow.
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Question 1.

Does the sentence ''Starch is extracted from potatoes.'' occur
in the file?

Formalization:

}x [x = starch is extracted from potatne a]

Question 2.

Does the sentence ''Starch is extracted from t'"' occur in the file -
when t denotes a word which never occurs in the file in a sentence
of the form 't is a poison.'? '

Formalization:

starch is extracted from t and
t is a poison]

t
<
non

Question 3.
Does the sentence ''Starch is u ed from t' occur in the file -
where t denotes a word which never occurs in the file in a
sentence of the form 't is a poison, ' and where the u in the
past participle u ed is an allomorph of the u in some sentence
which occurs in the file "'u ion is a chemical process''?

Formalization:

} xVy 3z [x = starch is u ed from t and
-y = t is a poison and
) ]

u ion is a chemical process-invelving:

In summary, our thesis is that a purely formal analysis of
search prescriptions addressed to a retrieval system may enable
a partial ordering of these questions to be made with respect to
some type of complexity measure which will be independent of the
contents of the file to be searched.

We have thus seen that in at least three cases certain questions
that are of a fundamental nature about the behavior of infinite IR
systems correspond to questions that exist in computability theory.
If one is sufficiently convinced that this correspondence is a strong
one, a profitable investigation can be made into the computability
theory results for the purpose of applying them to the theoretical
problem in IR and hopefully thereby to obtain the answers to other-
wise presystematically stated questions about IR systems.
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IV. CONCLUSION

In conclusion, we would like to reiterate here that we have not
treated the problems which we have discussed in a formal manner.
It has not been our purpose to state questions which may be investi~
gated as mathematical problems. That would be a more ambitious
undertaking than we have attempted here. As a compromise between
such an ambitious undertaking and attempting nothing in the direction
of formalizing problems in information retrieval, we have offered here
a discussion of certain problems for which there is practical moti-
vation and we have attempted to show counterparts of these problems
which have already received attention in the automata theory literature.
Our medium has been analogy, our purpose motivation.

Quite evidently the major burden of accomplishing useful results
is upon the reader who feels that a plausible case has been made for
the productiveness of certain formal investigations. If it were possible,
we would attempt to give an indication of the relative degree of
refractoriness of the many questions raised in this report. With the
present state of our knowledge, such indications can only serve as guises
for prejudices. The matter of relative degrees of difficulty is perhaps
a moot point, however, because there are most likely just two approaches
that the serious investigator will take to the topics mentioned in this survey.
He will either approach questions which are more interesting before those
which are less so, or he will approach those questions whose importance
" to the information retrieval problem seem to him greater. ''Which way
- is better? Neither way is better. Both ways are necessary. It is also
necessary to make a choice between them. ' 1,
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